**C1 En términos de complejidad ¿cuándo se dice que un problema es difícil? Mencione un ejemplo**

A la vez es un problema complejo, si por complejidad nos referimos a la computacional. Un problema se cataloga como inherentemente difícil si su solución requiere de una cantidad significativa de recursos computacionales, sin importar el algoritmo utilizado . El problema de la mochila forma parte de una lista histórica de problemas NP Completos elaborada por Richard Karp en 1972 2 . En el caso del problema de la mochila, si contáramos con 4 productos, para saber cuál es la mejor solución podríamos probar las 24=16 posibilidades. El 2 se desprende del hecho de que cada decisión es incluir o no al producto y el 4 de la cantidad de productos. 16 posibilidades es un número manejable, sin embargo, si la cantidad de elementos por ejemplo ascendiera a 20, tendríamos que analizar nada más y nada menos que 220=1048576 posibilidades.

**C2 Si el problema de distribución se puede resolver de manera exacta como un problema de programación lineal continua ¿por qué se utilizan heurísticas de construcción para ese problema?**

Porque en la mayoría de los casos no se puede transportar partes fraccionarias de productos, es decir, el uso más conocido es para variables enteras. Por este motivo se utilizan heurísticas, ya que su resolución en programación lineal entera es un problema difícil. Muchas veces se requiere una solución aproximada, que se acerque lo suficiente a la exacta, pero sin perder demasiado tiempo en procesamiento.

**C1 ¿Es el problema de Asignación un problema difícil? ¿Por qué?.**

**C2 El problema de Asignación ¿es un problema difícil? ¿se puede resolver de manera exacta aplicando el método Simplex, sin tener que aplicar Branch & Bound u otro método para que las variables tengan valor entero?**

Asignación es un problema difícil, porque es un problema combinatorio donde el software tiene que evaluar cada posibilidad antes de dar con un resultado. En el caso de haber muchas combinaciones esto puede ser muy costoso. Sin embargo, su relajación lineal se resuelve en tiempo polinomial y da una solución entera. Recordar que el problema de asignación es un problema de distribución o transporte con orígenes y destinos de 1.

**C2 De los dos planteos de modelización más conocidos para el viajante (plantear todas las restricciones que**

**evitan subtours, también llamado MZT y el que agrega las restricciones de Ui) ¿cuál es el mejor en términos de**

**resolución del problema? ¿por qué piensa que ese es el mejor?**

El número exponencial de restricciones hace impráctico resolverlo directamente por el método de Ui. Una opción es agregar únicamente las restricciones para evitar subtours en los casos en los cuales arma subtour y no en todos los casos. Este último es mejor cuando el problema del viajante tiene muchas ciudades, es decir, muchas ecuaciones del problema en sí. En cambio el método de las Ui es muy práctico cuando hay pocas ciudades ya que no aumenta considerablemente el número de ecuaciones y resulta más práctico la resolución.

\*\* Si bien la formulación de subtours tiene demasiadas restricciones (si queremos evitar TODOS los subtours) y por eso se agregan únicamente las restricciones de los subtours que se hayan formado (luego de resolverlo sin esas restricciones), la formulación con UI (también llamado modelo MZT del viajante) tiene un poliedro que incluye al de la formulación por subtours, por eso está más alejado de la cápsula convexa entera y desde el punto de vista de resolución es mejor el de subtours.

**C1 Para resolver un problema de Programación Lineal Entera, uno de los procedimientos que se pueden utilizar**

**es Branch & Bound ¿Cómo se puede acelerar la resolución por Branch & Bound para que termine antes?**

La eficiencia de este método depende fundamentalmente del procedimiento de expansión de nodos, o de la estimación de los nodos padres e hijos. Es mejor elegir un método de expansión que provea que no se solapen los subconjuntos para ahorrarnos problemas de duplicación de ramas.

También se pueden agregar restricciones redundantes del modelo original para acelerar el proceso y que el método de Branch & Bound elimine de la evaluación ramas redundantes que no llegarán a ningún resultado.

**C2 El problema de conjuntos a cubrir ¿es un problema difícil?. Definir brevemente el problema e indicar por qué es un problema difícil o por qué no lo es.**

Es un problema NP-Completo (está en la lista de los 21 problemas NP-Completos de Karp).

Dado un conjunto de elementos ![\{1,2,...,m\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGEAAAAUBAMAAABvx07iAAAAMFBMVEX///9iYmKKiorm5uYMDAx0dHQWFhYiIiIwMDCenp4EBAS2trZAQEBQUFDMzMwAAACscV1sAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAZNJREFUKBWNUz1Lw1AUPTY0bZp+pD9AqWAXp4IO0sWCFByzCeKgu0IncawujvYfOBQFQaSDIAhiHPwAl4Ko4FRwsiCKkyBYz31Jk6at0DOce+9597z7Xj4AvN9jRJiPqtE8YtAcz3Rx2/SyYcE4ETVeIZ0KEaaFTTcbzusix6rA3JPnSAKX9vBmpW4Ji8MdxJhoIiP1fxh06A4y3rihpkEH2z6sgd7Jan5pJrtDXTl0h5m6PiPxUnBjD1vHjfg1zqnsirrcIgUO80fEEIzXL8RK2KfYbgBnC7IaOPRaqFsVxicSNp6ZpxdpmZJTBA45bT9SFcy3sEG5bZP0Jsl3jOXAXfqgW5iG9kv1RlZC7wN5QHYII9PAHaKlN+9ZuY5VYJYTzbXsuKWV+aGVWSuimXcuI+lwK/99pPa+H1CkK9HpdHLaIR0HKNpCFLEC1GFut3ocVAnOcBHtJoy+qDR/htuRcwMQ6SaMvqg05UhWvPV0zUvAK3YRiEqRJwxN/ihBsHNO1YoCUcpIXYnRCRVGIOOqAPwB24lTUpR3eccAAAAASUVORK5CYII=) (llamado *universo*) y ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAERJREFUCB1j4LvDt/sUAwM3ZzvDMQaGkPUPGMwYGBjiGRjmAalkBpZfQEqXgU0BSH1nYNxwgYH1AwO/1wYG7gYGtrsMANfkDo13AqZFAAAAAElFTkSuQmCC) conjuntos cuya unión comprende el universo, el set cover problem consiste en identificar el menor número de conjuntos cuya unión aun contiene todos los elementos del universo. Por ejemplo, sea ![U = \{1, 2, 3, 4, 5\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI8AAAAUBAMAAABG7HMgAAAAMFBMVEX///8EBATMzMy2trZQUFBiYmKenp4iIiIwMDB0dHSKiooWFhYMDAxAQEDm5uYAAABLyAPXAAAAAXRSTlMAQObYZgAAAjtJREFUOBGNlDFoFEEUhn9vY+5udTciYiNEA2rrWaiFomsRUCTxEJLCKkXQ9goLGyGdWHnRKthsaaEYRBSVgFXUxhxKQNDVtVNQFIJ6GuX835vZ3dvbS/DBzPzvf+++mZ29O6B/7H7V3+/nOifF/bK0AHfpYU+Ds52G3zKuM3bBitGx2CjgpRGP4pvA4FZJ3nN8NG42VxrUR2RiHEB53grviQrAWTGi07lLsSDJU45zIrqjPEP6KQtqwfmlxeNwf9guz4KuTIpxkcP/zingyIWAoMfiug1oa/V8BrpuQYEWBOSKY1L1zJQD8eA/ba2yxQj/WgHkfWOpbvvSJQcCSnJsif01s24sWdDyXEBHTrS5wVvXsvdY4oF2bmpxSR4NGBhWF9OLZsXBBDSDG7Quc3yts8+Ws2V2F3UGOqY70SrLBox6AgKGQmCE9TscBdChF9Kdge5LKuGYZ6zGGWgD2aVnNZxmeY82dU+3YmYpqBKa2lFgVdUnWJAX6t2MNIG3rIxrNXdHAa0UdBaOdPj8EvwRgdvR6/Y7EUMB5ERvKGd51+T1RO6tuU378Iso/bWN9pvNS9k3Zd9aiLkeClMDmgc+c5PDExOjKibhDavg5ivwn/POmrjEdnn9fhTV+oMGrrbH8YGwnZ3ObxVuFMUq+DCrLX8HPzd9gjspqAgRR0+kJelbQ1ST0n+BwqS7KNyktA7Ia9im0tSaAntT0L1U9Qpf/tgk0l2LAqF2SJP9BSV591o9052trweXY+Afr+6R6oR5LvIAAAAASUVORK5CYII=) y los conjuntos ![S = \{\{1, 2, 3\}, \{2, 4\}, \{3, 4\}, \{4, 5\}\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAScAAAAUBAMAAAA97ebFAAAAMFBMVEX///8EBAR0dHQwMDC2trYWFhaKiooMDAwiIiLMzMxiYmLm5uaenp5AQEBQUFAAAACpiLHeAAAAAXRSTlMAQObYZgAABAJJREFUSA2NVV2IVGUYfnb27LQzs7MbmRexUid/iApBwsSb2OOFFBauEIWW2kkvugrEwBu9GJAIQWO9CiLagUBokxgNKrqa7rrJJlLQrcXZxBtju2i1oozpfZ/3O9/5W1lfOO95f57nOe985/vOACvax5elTLdie3foy7WlyMcMgl/TvKSwKjFhj//+yzepjgmvk1ugrtGzVrD0vgtuLXWAb2csA3Z0gd1X+0l6DRh7JElUISCelaaQ8kRA8Gqvdg47orFrp1A/Zi3vh1sS0j2vkdgujO5xQfMIMNJjIm67PLeNd10a3JbgQNJThV1QPG06KhCFqnixwWCfeBLpRmaAf9lJ3egWidV9cbNl1R6CPxgtonrXetY4CTSB6dCypj5ESmaqYHjm16MCUahuqGfOK4JEup2S6QxZ80PZcknrUWCZiO/KQw31MeEUNpaGMrxSK7pSVKYQH068pP20xPoTksespa48lCzq364//GBBW97lRIvNxpOloWQbCF7t4mxUIMLw0uvLlV2p6dMs5Fx5KKD2j4PsiIrawGybzXpthaEUr9YuD2V46c2v74vnItHVB2siKaD5itpeDW0fczPrXjUbn7T7pRNyT8uyhGKLHd5e4lCy982oQLzkQVeHyhMNL80t2CSeRGN/+aPbbVJ29viMBHSpiO4I2mhPlu1hl1R4/pND1OZQZyPXpAIUL1aHDpUnGp7tiRggMWG/zHLqXjguMV3ml+1P+oG+xw+2Mg3e4xKNdJlVOhyq9k7E1BRAPPA0h8oRHZ7gIf2pSlRXldInLGfcW/ooOr9Sw7H1XwTuCPMhy1DV+bHNsouwlQotpYLh5Ssc2kpliQ4vWyfGAy1ZKSWq+1Du83Ll91RfCiPq/FDnEEiKxjLwl4D3aKJ2UK56jEjjtxd+Wv4ZuKKxmig4PFBdWJh6rpMnOjww0YeuFInqNsiDXqdExpVPXzXEOAEnUPuvePoOAX1jc3OdTJRUxvCsrPCdcptRpGe7mdP3bBdfR4lKcs8MJUvyVQjsnJu7xeA8mpM2lJYpFLw293m7cVSzMfdJsExliDfoD1GBSLxCgxBnTMsm621ekBUvmB9qfGr5N1yQwR4bDP5kIK+hY9papsbQYDCIG2s1u3Knx5JlKkM8oc035POhJU8kntBLN0LTsqFUqmR+KOuECcAHBDDz76qSgPgNZEYUy/dPTP85vZ4LCkPFSd8HBDDzQ+kxNtMSs3So2LXsv4/ZPYj3HqrZEhE6Fat11Yv5gCfTsqvWAj5KAh5IZmWF1Ylke6ls0FgnGZ1W/Rr4AG92kvKFrkLEYnpxVTkIlpUVVieSnUjl75VPJafL1132/Wdp+amZNNZobF4GdlZSWJVI9v+aoTOE/YTHzwAAAABJRU5ErkJggg==). Claramente, la unión de todos los conjuntos de ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAOBAMAAADpk+DfAAAAMFBMVEX///8EBAR0dHQwMDC2trYWFhaKiooMDAwiIiLMzMxiYmLm5uaenp5AQEBQUFAAAACpiLHeAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAGBJREFUCB0VxSEOglAAANBXdBM2i0cwmNwsdAqZYKRwCu/gZjBbvQNjJo4AVeEKJJoBPq887Mf+w+4uurF58ifDhVOoJH+EieZDul510xpXtqE3r9CXI3FB0qhT2vPwYwFkgRJ+0O6G1QAAAABJRU5ErkJggg==) contiene todos los elementos de ![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOBAMAAADtZjDiAAAAMFBMVEX///8EBATMzMy2trZQUFBiYmKenp4iIiIwMDB0dHSKiooWFhYMDAxAQEDm5uYAAABLyAPXAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAF9JREFUCB1jeHt+LwPX+Z0MDPcZGBheAPFxIE5jYOD7CqQdGBi4PkNo3g9AOoCBgaeAgYHNgIHhPZDNAhRaD2SDaH8gVgXiO0DsB8QTgcomAGmeBQwzgRQD3927QJUMAPpwE6fmYLSuAAAAAElFTkSuQmCC). Sin embargo, podemos cubrir todos los elementos con el siguiente conjunto de elementos, con menor número de elementos: ![\{\{1, 2, 3\}, \{4, 5\}\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI4AAAAUBAMAAACpLhgeAAAAMFBMVEX///9iYmKKiorm5uYMDAx0dHQWFhYiIiIwMDCenp4EBAS2trZAQEBQUFDMzMwAAACscV1sAAAAAXRSTlMAQObYZgAAAl9JREFUOBGNUjuIU0EUPZuYz+Ml2axiqQS0EsEUCrKNgoiW2VZR0goKKSwsFNKIoIWpxUJYFBZ/K/hBYdmnkVVUZMVPtUIKGwURF1wji8Rzz5s3eWYtHHhnzrl37pn7ZgbA15dwwHntCN/7WGVp1vOYzDU4CxDOkAqyUZwMl87EBHObukBwyyk86hh7Hcv8lkwbuNSjEhRbZIK7xjjuoNAUCat4SnJcgnDOSLgay/HBSg/IR3BQaJMZ7P7gfCKEPxgDylewgy2ckiCIlJxPcYopFY6CmmLuJtBXadD6h89h51PWEt9Fyizx4X/81CLCeX5/9ZM9+t8+QOW78wmvj/qMVZxPaeMR5ob95CNKQdIPD2aaMY7gnZ2BjtekHfjDxKeIXNNdkAoP9ZgVDH3mZxnTOE384lTOHkA18SFfZufWsMGDfSSC+PKpgGNCg/kqlx2UUXiyDuTqKZ8bXPDpgoOtzELg+ynWGOII6xhvsp+GFDLcchcSnyfAAe5xlTlBfpFM4H3WI1TlnjbG9wILEoQTwPZXz/td6d8A+yk1KQSFNpkg8ck0ED+OdR18i0bu3b/nRVR+pe8r5dMEdvIf7k9MvBEZ6+AF/5rvJ7ufm8UPKViN1T0UuMew2rPyxf5bTNLr9mCwLMK/6Mbl2WucY5+FlUgq+HiWIV+dYrYU7kxTROU5y/mHLWWRVPXQUYmakOCJyjMW9j5SFkn5lFqUAotXOoYcnuia8NlizwxsSIkNbzs7w4DAEn4nT5CZZrxmyclkEymLYFs9AeQ2kwossWYEj21pPKZ6CXPz5Q0kBn8Aod+mIMqPMvAAAAAASUVORK5CYII=).

**C1 ¿Es el problema de Distribución o Transporte un problema difícil? ¿Por qué?.**

**C2 Si en un problema de coloreo de grafos coloreáramos cada nodo con un color diferente la solución es muy**

**fácil de obtener. Entonces, ¿por qué el problema de coloreo de grafos es un problema difícil?**

Porque el problema de coloreo de grafos busca colorear al grafo con la mínima cantidad de colores. Si vamos pintando cada nodo de un color teniendo en cuenta de que no haya adyacentes con el mismo color, estaríamos utilizando una heurística, la cual no necesariamente nos puede llevar al mínimo de colores. Esto termina siendo un problema difícil pues dependiendo del grafo puede haber varias combinaciones posibles y no hay forma de obtener este mínimo de colores con algún método de programación lineal.

**C1 ¿Para qué utiliza el método Branch and Bound la mejor solución entera encontrada hasta el momento?**

**Relacionada: C1 Para resolver un problema de Programación Lineal Entera, uno de los procedimientos que se pueden utilizar es Branch & Bound ¿Cómo se puede acelerar la resolución por Branch & Bound para que termine antes?**

Se la utiliza como cota inferior como condición de corte para otros branches que quedan por explorar. Por ejemplo si encontramos un Z óptimo entero que es 4 y nos queda algún branch por explorar, si este tiene un Z menor al mejor encontrado hasta el momento y la restricción del branch de la variable correspondiente hace que el funcional disminuya, es imposible que de mejor que el que ya encontramos, por ende ese branch se corta. En caso de poder mejorar o si ya en sí el Z es mayor al mejor encontrado, seguimos explorando.

**C2 Si en el problema de la mochila se permitiera colocar fracciones de objetos en lugar de exigir que los objetos se coloquen enteros ¿sería el problema igualmente difícil? ¿por qué?**

El problema es difícil porque la solución continua no me sirve para determinar qué objetos deben entrar o no, en especial con el objeto crítico (el primero que no entra y convendría que entrara). Si el problema fuera continuo la complejidad sería mucho menor, porque la solución continua me sirve (sirve que entre una fracción de un objeto)

**C1 ¿Cuándo se considera que un problema es “difícil”?. Justifique en base a lo visto en las clases teórico prácticas acerca de complejidad.**

A la vez es un problema complejo, si por complejidad nos referimos a la computacional. Un problema se cataloga como inherentemente difícil si su solución requiere de una cantidad significativa de recursos computacionales, sin importar el algoritmo utilizado

**C2 Para resolver un modelo de Programación Lineal Entera ¿podemos usar el método simplex? ¿qué diferencias hay entre resolver un modelo de Programación Lineal Entera y un modelo de Programación Lineal Continua?**

El método simplex no sirve para resolver problemas de programación lineal entera, solo sirve para continua. Se pueden utilizar métodos los cuales utilizan dentro de si al método de simplex, como es el Branch & Bound, que resuelve un problema con restricciones agregadas enteras varias veces hasta obtener una solución óptima entera.

La principal diferencia es el tipo de variable.

**C) Estamos resolviendo un problema de Programación Lineal Entera y no sabemos si es fácil o difícil. Indique cómo encararía el problema aprovechando los diferentes temas vistos en la materia**

**Resolveria por simplex y despues haria branch and bound??**

Primero hay que modelizar el problema en papel, clasificando las variables en continuas, enteras y binarias (subconjunto de enteras). El segundo paso es pasar el modelo a Simplex por ejemplo que es un método de resolución de PLC. Si en PLC el problema da entero, quiere decir que acabamos de resolver la relajación lineal del problema y nos dio entero. Si no da entero, se aplica el método branch and bound o cualquier otro que lo que hacen es buscar la cápsula convexa entera del problema contínuo, hasta dar con una solución. Hallar la cápsula convexa puede tomar mucho tiempo y si así pasa, se puede optar por utilizar una heurística para encontrar una solución aproximada del problema en vez de la solución exacta óptima.

**C1 Si existen procedimientos como Branch and Bound, Branch and Cut y otros, que resuelven de manera exacta un problema de programación lineal entera ¿por qué algunos problemas se resuelven de manera aproximada con un algoritmo heurístico?**

Porque a veces es muy costoso llegar a la solución entera exacta, y realmente bastaría con una buena aproximación de la misma.

**C2 El problema de la mochila ¿es un problema difícil?. Definir brevemente el problema e indicar por qué es un problema difícil o por qué no lo es.**

A la vez es un problema complejo, si por complejidad nos referimos a la computacional. Un problema se cataloga como inherentemente difícil si su solución requiere de una cantidad significativa de recursos computacionales, sin importar el algoritmo utilizado . El problema de la mochila forma parte de una lista histórica de problemas NP Completos elaborada por Richard Karp en 1972 2 . En el caso del problema de la mochila, si contáramos con 4 productos, para saber cuál es la mejor solución podríamos probar las 24=16 posibilidades. El 2 se desprende del hecho de que cada decisión es incluir o no al producto y el 4 de la cantidad de productos. 16 posibilidades es un número manejable, sin embargo, si la cantidad de elementos por ejemplo ascendiera a 20, tendríamos que analizar nada más y nada menos que 220=1048576 posibilidades.

**C1 Los problemas que están en NP ¿son siempre más difíciles que los que están en P?. Responder en términos de complejidad**

Primero que nada, P está incluido en NP, así que algunos problemas que están en P también están en NP. Los problemas que están en NP y no en P (por el momento se cree que es así) son problemas de orden de complejidad exponencial, es decir, la naturaleza (usualmente combinatoria) del problema hace que al agregar un elemento, la cantidad de entradas o restricciones del problema crezca exponencialmente.

**C2 Dentro de los problemas de cobertura de conjuntos hay tres tipos de problema: conjuntos a cubrir, partición de conjuntos y packing. Los problemas de packing siempre tienen solución factible, en cambio los problemas de conjuntos a cubrir y de partición pueden dar incompatible ¿por qué?.**

El problema de packing es buscar cubrir elementos tratando de maximizar la cantidad de elementos sin importar si están cubiertos por más de un conjunto y este problema siempre tiene solución compatible. En cambio el problema de conjuntos a cubrir tiene que cumplirse que si o si se cubran todos los elementos. Este problema se realiza incompatible si existe un elemento que no pertenece a ningún conjunto, entonces será imposible cubrir todos los elementos con conjuntos, porque no existe ningún conjunto que contenga al elemento. El problema de partición es inclusive más restrictivo que la cobertura de conjuntos, porque no sólo pide que deben estar cubiertos todos los elementos, sino que además exige que los elementos deben ser cubiertos únicamente por un conjunto. Por ejemplo si tengo:

, en cobertura es un sistema compatible y la respuesta es c1 y c2, en cambio en partición es incompatible porque para cubrir A, B y C tengo que incluir c1 y c2, pero B se solapa en la solución.

**C1 Además del método simplex, hay varios métodos para resolver problemas de programación lineal continua. Uno de ellos es el método del elipsoide, que no se aplica en la práctica pero tiene un gran valor teórico ¿por qué tiene un gran valor teórico?**

El valor que tiene el método del elipsoide es que demuestra que el problema de la programación lineal continua es un problema de orden polinomial (orden n^100, horrible, pero sigue siendo polinomial). Por lo tanto, se demuestra que PLC pertenece al conjunto de problemas en P.

**C1 En la prueba de heurísticas se suelen utilizar ejemplos de problemas extraídos de bibliotecas de problemas, en muchos casos ya resueltos exactamente. Un ejemplo es el de las bibliotecas TSPLIB en el caso de los problemas del viajante ¿qué ventajas tiene probar con esos casos en lugar de hacerlo con ejemplos elaborados por el autor de la heurística?**

La ventaja que tiene es que uno puede construir una heurística que funciona muy bien para un caso particular, pero no funciona bien en muchas otras instancias del problema. Por eso es que se utilizan bibliotecas de instancias, para que uno pueda probar una heurística contra diversas instancias y no una única. (El clásico problema de overfitting).

**C2 Si tenemos dos ejemplos de dos problemas diferentes ¿cómo podríamos determinar si alguno de los dos es un problema difícil y si uno es más difícil que el otro? ¿qué definición utilizarías para decir que un problema es difícil?**

Para definir si un problema es más difícil que otro se puede utilizar el teorema de la reducción. Supongamos que tenemos dos problemas distintos, uno en NP y otro en P. Si uno está en P, quiere decir que se conoce un algoritmo que resuelve el problema en tiempo polinomial. Si de alguna forma se consigue modelar el problema de NP como un problema de P, quiere decir que lo hemos reducido, es decir, hemos expresado el problema de NP como un problema de P, entonces se dice que el problema de NP no es “difícil” y también pertenece a P.

Si tenemos dos problemas, P1 y P2 ambos de complejidad NP, y logramos reducir el problema P1 y convertirlo en P2 EN TIEMPO POLINOMIAL, se dice que P2 no es más fácil que P1.

**C1 Supongamos que tenemos un problema de coloreo de grafos con 5 nodos. Al resolverlo de manera exacta obtenemos que podemos usar un mínimo de 3 colores para colorearlo. Sin embargo, se obtienen varias soluciones alternativas (una con los colores 1, 2 y 3; otra con los colores 2, 3 y 4, etc.). ¿Qué condiciones agregaríamos al modelo para evitar esas soluciones alternativas?**

Se me ocurren dos opciones:

1. El funcional de coloreo suele ser: siendo Wi cada uno de los colores posibles. Reemplazamos ese funcional por: en este caso estamos ponderando los colores. El color de menor costo será el 1, luego el 2, etc, entonces el modelo utilizará primero W1, luego W2 y así sucesivamente.
2. Agregar restricciones del tipo: entonces W2 no podrá valer 1 hasta que W1 valga 1.

**C1 En la resolución heurística del problema de la mochila, ¿para qué se usan las cotas?.**

Se utilizan cotas para medir que tan buena es nuestra heurística. Si sabemos que el óptimo es X y nuestra heurística nos está dando un resultado de X^4, se sospecha que la heurística no es para nada buena.

**C1 Respecto a complejidad ¿Puede un problema estar en P y en NP simultáneamente? ¿Por qué sí o por qué no?**

**C2 ¿Cómo influye en la resolución de problemas que no se pueda determinar si P es distinto o igual que NP (en términos de complejidad de problemas)?**

El problema es que existen muchos problemas en NP de los cuales no se conoce si existe un mejor algoritmo que solucione el problema en tiempo polinomial. Es decir, no hay certeza si los problemas se pueden resolver en tiempo polinomial y por ello es que existe un premio de 1 millón de dólares para la persona que demuestre que si P = NP o P != NP.

1. Si se encuentra un algoritmo que resuelve, digamos, el problema del viajante en tiempo polinomial, esto demuestra que P = NP, porque lo único que habría que hacer es reducir otros problemas de NP a un viajante y resolverlos en tiempo polinomial.
2. Si se demuestra que no existe ningún algoritmo que resuelva algún problema en NP en tiempo polinomial, habría certeza de que es imposible encontrar una solución en tiempo polinomial y se sabría que la solución exacta es difícil de hallar o que la utilización de heurísticas es útil.

**C2 En el problema de coloreo de grafos, si se resuelve suponiendo que las variables pueden tomar valores no enteros (es decir, se lo resuelve como un problema continuo) ¿se puede usar esa solución como base para resolver el problema en el cual las variables son enteras? Indique las limitaciones de la solución continua (si las tiene).**

No, no tiene ningún sentido la solución obtenida. Tendría algún sentido si la solución dijera que algunos nodos hay que pintarlos de un color específico, pero el problema es que la solución indicará que a los nodos hay que pintarlos un 20% con un color, un 30% con otro color y un 50% con un tercer color. La solución continua no tiene ningún sentido en el problema real.

**C2 El problema de la mochila ¿es un problema difícil?. Definir brevemente el problema e indicar por qué es un problema difícil o por qué no lo es.**

El problema de la mochila consiste de elegir una cantidad de elementos que tienen una capacidad y un beneficio. La mochila tiene una capacidad máxima que pone límite a los elementos a cargar. El problema consiste determinar qué objetos ingresar en la mochila con el objetivo de maximizar el beneficio que otorgan los elementos. Es un problema NP-Completo debido a que para obtener la solución óptima es necesario analizar todas las combinaciones de elementos. Este problema es de programación lineal entera, su relajación lineal carece de sentido ya que uno cargaría la mochila con todos los elementos enteros posibles y el elemento crítico, que es el que entra sólo una fracción, se ingresa esa fracción y listo.